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Abstract

In order to efficiently monitor and control road traffic,
relevant traffic parameters values are needed in real time.
Traffic parameters include traffic flow speed profile, vehicle
type classification, vehicle gap, vehicle length, origin-
destination matrix, etc. Using these parameters advanced
traffic control approaches from the domain of intelligent
transportation systems (ITS) can be applied. Additionally,
traffic planners can incorporate more accurate traffic
forecasts when planning new roads. Also ITS related services
can be provided to users, especially precise real time traffic
information. Surveillance video cameras combined with
advanced computer vision (CV) algorithms are nowadays
becoming a tool used more frequently to obtain mentioned
traffic parameters. They are used as standalone sensors or in
combination with other sensors like radars, inductive loops,
etc. In this article architecture of a computer vision based road
traffic surveillance system is proposed. Application of such a
system for vehicle counting and vehicle country of origin
classification using license plate recognition is described.
Implemented system is tested using real world road traffic
video footage from a Croatian highway near the city of
Zagreb. Proposed system quality is analysed using vehicle
detection processing time and accuracy.

Keywords
Road traffic monitoring, Vision sensor, Vehicle detection,
License plate recognition,

INTRODUCTION

Recent d ecades can b e ch aracterized by a s ignificant
increase o f the number ofroad vehicles accompanied by a
build-up o fr oad i nfrastructure. S imultaneously various
traffic co ntrol s ystems have b een d eveloped ino rdert o
increase r oad t raffic s afety, r oad cap acityan dt ravel
comfort. Such control systems need high quality traffic data
in real-time, especially control systems from the domain of
intelligent transportation systems (ITS).

While analysing traffic on a road traffic network various
parameters can b e monitored. S uch parameters include
traffic f low speed pr ofile, distance b etween vehicles,
velocity of vehicles, vehicle classification, etc. They can be
measured using various sensors like inductive loops, radars,
video se nsors, e tc. Analysis r esultsca nb e ap plied for
planning a nd management of road networks in urban and
rural areas including highways.
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Development o fco mputing power an d ch eap video
cameras enabled today’s traffic safety systems to more and
more i nclude ca meras an d co mputer v ision methods.
Cameras ar eu sed as p art of roadi nfrastructure o r in
vehicles. T hey e nable monitoring o f tr affic in frastructure,
detection o fin cident situations, tr acking o f surrounding
vehicles, etc. In urban ar eas, co mputer v ision ap plications
can also beu sedinareas of [ TS b ased t raffic co ntrol
management. Such applications i nclude adaptive traffic
light ¢ ontrol, measurement o fq ueuel ength, vehicle
classification, etc. [ 1]. On highways cameras can be used in
combination with license plate recognition (LPR) methods
for statistical analysis of the vehicle country of origin and
generation of origin-destination (OD) matrices. Such
analyses ar e useful t o 1 mprove t raffic management and
services related to tourism traffic.

In this paper the problem of road traffic analysis using
computer visioninrealtimeistackled withtheaimto
estimate O D matrices o fa | argerr oad traffic n etwork.
Emphasis is on needed measurements related to a particular
road n ode. N eeded m easurements i nclude d etection o f
vehicles a nd e xtraction o f th eir lic ense p late d ata. W hole
system i s a djusted t o work inr eal t ime a nd i n o ut-door
conditions. Additionally, ap propriate 1 ocal d ata b ase f or
vehicle d ata s torage i s c reated with p ossibilityto b e
included as p arto fal argers ystem with several nodes
covered.

This paper is organized as follows. Second section gives
ar eview o f approaches for r oad t raffic a nalysis. T hird
section describes proposed vehicle classification system
architecture. Fourth s ection explains thei mplemented
computer vision algorithms for vehicle d etection and LPR
software d evelopment kit (SDK) C ARMEN. F ifth s ection
describes speed up of the proposed system. Following sixth
section pr esents obt ained r esults using a real world r oad
traffic video footage. Paper e nds with a discussion about
open problems and conclusion.

ROAD TRAFFIC ANALYSIS APPROACHES

When developing systems for road traffic analysis, input
and output parameters of the system need to be determined
first. System i nputs d escribed f rom low le vel ¢ omputer
vision ( CV) a spect a nd ou tputs de scribed from a spect of
traffic s cience ar e presented in Fig. 1. Traffic p arameters
include v arious s tatistical datas uchas es timated O D
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Figure 1: Example o finput/output parameters of a system
for road traffic analysis.

matrices, vehicles q ueues, a verage velocity o fv ehicles,
statistics on vehicle registration plates, etc.

All input data in the s ystem need to be received from
sensors. Sensors can be divided into in-roadway sensors and
over-roadway sensors. In-roadway sensors can be placed in
the pavement or subgrade of the roadway. S ensors of this
type can al so b etaped or attached t ot he s urface which
represents | ess ag gressive method o finstallation. S implest
sensors from t his g roup a re pn eumatic r oad t ube s ensor,
inductive loop detector, magnetic and piezoelectric sensors.
Road tube and piezoelectric sensors are based on measuring
mechanical m agnitudes w hich are formed when a vehicle
passes over the sensors. T heyc anb eu sed f or vehicle
counting, d etermining gaps between ve hicles, i ntersection
and s igns top de lays, v chicle’s weighta nd velocity
measurement, etc.

Inductive loops

Inductive loops are based on measuring changes in loop
inductances as  vehicle p assab ovet hem. S ensorsar e
installed b elow r oad s urface. T hey ar e more r obust t han
previously mentioned r oad t ube an d p iezoelectric s ensors
because they are not based on a mechanical interaction with
vehicles. P arameters t hat can b e ex tracted from i nductive
loops and magnetic sensors are vehicle presence, flow and
occupancy. U singa t wol oops peedt rapa dditional
parameter such as vehicle velocity can be determined.

In [ 2], s ystem with multiple i nductive lo ops has b een
presented. B esides ab ility t o d etect s tandard p arameters
extracted b yt hiss ensor, p roposeds ystemcan al so
distinguish b etween b icycle, motorcycle, car , b us, et c.
System has been built and tested, however no real counting
of traffic entities have been performed.

Approach o f using ne ural ne twork in ve hicle d etection
by inductive 1oops is proposed in [ 3]. System with ne ural
network has the ability to perform vehicle detection based
on k nowledge a cquired p reviously in a 1 earning s tage. I n
mentioned work, system was trained in the learning stage by
60 [%] of positive samples and 40 [%] of negative samples.
Test r esults s how t hat a verage hitrate o fsuch s ystemis
about 92.43 [%].

Main disadvantages of all in-roadway sensors including
inductive loops are: need for lane to be closed for traffic
when installing orm aintainingt hes ensor; cost of
installation (additional c onstruction works that need to be
performed on t he r oad or 1ane); difficult maintenance o f
sensors due to its inaccessibility.

Cameras in road traffic surveillance

In systems which use CV for road traffic analysis, most
traffic i nformation ise xtracted f rom cameras. I n this
concept, term “camera” usually implies to colour or infra-
red type of camera, although various other sensors can be
used such as LIDARs and radars. These devices return as
the o utput measurement a specific matrix d ata whichis
interpreted as 2D or 3D image [4].

Radars have the ability to extract position and velocity
of a di stant obj ect. B asic w orking pr inciple i s ba sed on
emitting a ne lectro-magnetic ( EM) b eam ( wavelength
between 0. 1 — 30 [cm]) to the specific o bject an d t hen
receiving reflected beam from it. Itis most widely used in
aerospace industry. However it has other applications like in
automotive industry. M ain advantage o fradars is that they
are not af fected by b ad weather contrary to LIDARs and
video cameras which require good optical visibility [5].

In [ 6], a system is proposed based on continuous wave
(CW)ra dar used fors imultaneous vehicled etection,
velocity measurement a nd v ehicle ¢ lassification. C arrier
frequency of EM beam is on the frequency of 24.125 [GHz]
and data sampling is performed using a 20 [kHz] sampling
rate. V ehicle detection rate is about 95 [%], while average
accuracy o f velocity measurementis9 7.1 [%]. A verage
accuracy o f v ehicle cl assificationis 9 4.8 [%] althoughit
varies for each vehicle type (bike, car, van, bus, etc.).

Video cameras are often used in CV based systems for
traffic m onitoring also. S uchs ystemsi nclude ve hicle
counting, v ehicle ¢ lassification, ¢ omputation o fv ehicle
velocities an d t rajectories, co mputing d istance b etween
vehicles, and automatic number p late r ecognition ( ANPR)
or sometimes referred as automatic license plate recognition
(ALPR) [7].

In [8], system for vehicle classification based on optical
camera i s p resented. S ystem r ecognizes t he v ehicle c lass
using its ¢ omputed 3 D model. O verall s ystem e valuation
shows t hatits precisionis 8 7.9 [%] and recall 9 6.1 [%].
Work presentedin [ 9] uses CV s ystem b ased o n o ptical
camera to count vehicles.

In s ystems t hat use video cam eras, i mportant features
which highly influence final performance of the system are
video resolution, location where traffic should be monitored
and cameras mounting points.

Modern v ideo ca meras o ften use LAN to b roadcast
video s tream (IP ¢ ameras) which o ften ri ses to full HD
resolution. M ain p roblem o fus ing s uch hi gh r esolution
cameras for traffic analysis is high computational, memory
and co mmunication 1 oad. If video stream is encoded with
high ¢ ompression r atio, ne twork b andwidth r equirements
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Figure 2: Comparing overlapped area in the image when
different camera locations are used.
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will be significantly smaller. However there will be higher
requirements for pr ocessing unitt o de code the video. If
compressionr atioi s lower ( i.e. videoin r aw format),
processing unit will decode the video more easily but
requirements for network bandwidth will be too large for
real-time transmission.

Cameram ust be m ounted with suchp osition and
pointing direction so that vehicles do not overlap each other
in the image as shown in Fig. 2. For this reason cameras are
usually mounted on a high place such as a traffic pole. It
mustb ee nsuredt hatvi brationsi nt hee nvironment
(originating from passing vehicles or strong wind) are not
carried out to the camera.

System used for tr affic monitoring a nd tr affic a nalysis
needst op erforma varietyo ft askss uchas v ehicle
detection, ALPR, etc. For vehicle detection ideal location of
the camera is high above the road, however this may create
problems to ALPR software. ALPR highly depends on the
vehicle | icense p late being visibleinthe i magein good
quality. Because camera is mounted above the road, from its
perspective lic ense p late will b e d istorted a nd th erefore
results of ALPR software will be significantly worse than if
camera was mounted near the road level. The ideal solution
int his situation isto p erform e valuation o fc amera’s
locations and select the one that gives best result [ 10].

VEHICLE CLASSIFICATION SYSTEM
ARCHITECTURE

Proposed v ehicle cl assifications ystem ar chitecture
consists o ft wo parts as shown in Fig. 3. The first part is
implemented in C++ using OpenCV library [ 11] for road
traffic v ideo f ootage p rocessing.I tco ntainsv ideo
processing, i mage en hancements a nd v ehicle d etection
techniques which are applied to the road traffic video
stream. The task of this part is to detect a possible vehicle,
extract it from the video stream as a s eparate image frame
and to transform the separated frame into appropriate form
for the second part.

In the second part of the proposed architecture separated
video frames ar e first p rocessed t o co nfirm that d etected
moving objectis a vehicle. [fa vehicle is confirmed, the
LPR software CARMEN i sus edt o obt aina dditional
information about the vehicle such as license plate number,
pixel co ordinates where t he 1 icense p late was e xtracted,
confidence o f extracted license plate n umber, t ime s tamp
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PART TWO:
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Figure 3: Vehicle detection system architecture.

when and road mark where the vehicle was d etected, etc.
Obtained i nformation about vehicle is stored in a lo cal
database. Proposed local d atabase is configured ina way
that it can be used in an augmented road traffic surveillance
system where more mutuallyco nnectedr oadsar e
monitored. I n sucha na ugmented systeme achl ocal
database co nveys d atat o a cen tral d atabase co ntaining
information o fa 1arger monitored r oad n etwork. I n t his
paper only the system needed to monitor one road segment
is d escribed as t he firstd evelopment step for sucha n
augmented system.

VEHICLE DETECTION AND LICENSE PLATE
RECOGNITION

For t he pu rpose of videob ased r oadt raffic f low
monitoring various methods ¢ anbe u sed. A pproach
strategies c an be based on following methods [12]: active
contours; models; features; appearance; stereo-vision.

To d etermine o ptimal methods, main o bjectives o fthe
application need to be defined. It can be assumed that for
determining ve hicle’s ¢ ountry o f o rigin in r eal-time, in put
video f or de veloped ¢ omputer v ision a lgorithm will be
obtained from a s tatic ( non-moving) ¢ amera. Algorithms
and methods used in this system will be limited in the scope
of this assumption.

First objective of the application is to efficiently detect
vehicles in the video. Objects of interest in this application
will b e 0 nly moving vehicles. S econd o bjective o 't he
application is to track vehicles even if they are not moving.
Third o bjective o f'th e a pplication is to recognize vehicle
license plate through the LPR software which can be used
for further traffic analyses.

Vehicle detection

For de tecting v ehicles i n r oad t raffic videos, methods
like foreground/background ( Fg/Bg) i mage segmentation
and optical f low can beu sed. W ith the Fg/Bg image
segmentation method, moving o bjects ar e s eparated from
static part of an image. This is based on comparing current
image with the image that contains only background objects
(non-moving objects) as shown in Fig. 4. If images are in
grey scale, only pixel intensity will be compared. In images
where 3 ch annels ar e u sed f or colour (RGB), a 1l th ree
channel values will b e co mpared. Ifd ifferences b etween
pixel values exist, they are filtered with specific threshold.
If a fter threshold d ifference still e xists on c ertain pixel, it
willbe c lassifieda s foreground pi xel or ot herwise
background pixel. D rawback of this method is that object
will not be detected if it stops for a certain amount of time.
OpenCV framework contains large collection of classes and
functions which are used in computer vision applications. In
OpenCV framework, class BackgroundSubtractor is used to
perform Fg/Bg image segmentation based on the algorithm
described in [13].

Systemd escribedi n [14]Jus es Fg/Bgi mage
segmentation method. I t performs computationo fO D
matrix a t r oad in tersection. After r eading a n i mage from
video stream, system performs image pre-processing using
Gaussian b lur filter. Second step is to update b ackground
model using Fg/Bgi mage s egmentation m ethod. In the
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image with foreground obj ects, method for morphological
opening is performed which consists of dilation and erosion
filters. Laststep o fthe systemis to detect v ehicles, 1ink
them to appropriate nodes and create the OD matrix. This is
achieved using markersa nd o bjectt racking. After
computation of OD matrix is complete, systems will contain
numbers of incoming and outgoing vehicles on the specific
intersection entrance or exit.

Regardless of object t racking, af ter cer tain o bject h as
been d etected, its i mage co ordinates can b e co mputed. I f
coordinates of the object are followed through certain time,
object trajectory can be derived. In [12], a Kalman filter is
used to construct linear motion model. Position of the object
inth e next frameis e stimated u sing the Kalman f ilter.
Further processing consists of counting the number of
vehicles passed through a certain surveillance region. This
can b e a chieved b y monitoring vehicles p assing t hrough
specific point in an image or by tracking whole trajectories
of vehicles in the image. Trajectory tracking starts when a
vehicle enters the surveillance area and ends when it leaves
the surveillance area.

Proposed a pplications i n 't his pa per pe rform obj ect
detection ba sed on F g/Bg i mage s egmentation a nd LPR
CARMEN Freeflow s oftware. F irst v ersion of de veloped
application us es f unctions a nd ¢ lasses for F g/Bgi mage
segmentation from OpenCV framework. Second version of
application a Iso pe rforms Fg/Bg i mage s egmentation for
vehicle detection where algorithms are executed mostly on
GPUu singDi rectX3 D framework. F g/Bgi mage
segmentation method used in second application is based on
the already described concept presented in Fig. 4.

License plate recognition

When a vehicle p assing througha monitoredr oad
network node is caught in an image obtained from camera,
extraction of its license plate number can be valuable to the
system for traffic analyses. After parsing the license p late
number, monitoring application can determine from which
country the vehicle c omes from. W ith this d ata it is also
possible to make statistics which show origin countries that
are most frequent on the monitored road segment.

LPR algorithms can have d ifficulties when e xtracting
license plate data caused by variability in license plate and
environmental properties such as:

e Location of license plate in the image;

e Quantity (one o r more | icense plates int he s ame

image);

e Size (if camera pan-tilt-zoom function is enabled this

parameter will be variable in large scale);

e Colour of license plate;

e Font ford ifferentla nguagesa nd nations ( i.e.

European countries, Asian countries);

. SUBTRACTION
H[CONSECUHVE OPERATOR
IMAGE
FOREGROUND
IMAGE
LATEST
IMAGE

Figure 5: Basic concept of Fg/Bg image segmentation.
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Figure 4: Basic work flow chartd iagram o fg eneral LPR
algorithms [15].

e Custom license plate (non-regular format defined by
owner);

e Occlusion ( caused by e nvironment — dense tr affic
with overlapping vehicles, snow, dirt, rain, fog);

e Inclination (caused by camera perspective);

e Environment ill umination problems ( especially
during night);

e Background noises (other textures on vehicles or in
the road environment which L PR a Igorithm can
misinterpret as a license plate).

Basic work flow of LPR algorithms can be described by
four stages as shown in Fig. 5. In the first stage, part of an
image with t he whole vehiclei s1 ocated. After v ehicle
position in the image is known, s econd stage be gins with
locating the license plate on a region of the image with the
vehicle. T hird s tage c onsists o f segmenting o nly license
plate numbers, filtering out other image features. Last stage
finally p erforms o ptical ¢ haracter recognition ( OCR) a nd
extracts license plate data [15].

Developed ap plication d escribed in [ 16] p erforms 1 ast
stage o f L PR thatisbased on ar tificial neural networks.
Application ca n p rocess single character with r esolution
34x22, where execution time on PC Dual Core 2.4 [GHZ] is
8.4 [ms], while on embedded FPGA platform is 0.7 [ms] as
showni nT ab. 1.1 n[ 17],L PR method robu stt o
environmental weather ¢ onditionsis p resented. F or
computing l icense p late 1 ocation on the vehicle, imageis
first c onverted t o grey ¢ hannel. After ¢ onversion, e dge
detection is performed followed by image morphology and
other filters. After license plate is localized, characters are
segmented an d f inally OCR i s p erformed. Met hod was
tested o n 3 92 i mages where ch aracter r ecognitionr ateis
95.6 [%] and average execution time is 500 [ms]. In scope
of ¢ urrent work, CARMEN Freeflow s oftware w as also
tested f or p erformance co mparison. F romt estr esults

OCR Charaf:t.er Exe'cunon
technique recognition Platform time
rate [%] [ms]
System on Vertex-4
FPGA 973 FPGA 0.7
System on PC 97.3 PC 8.4
ystem o : 2.4 GHz :
PC
SVM 97.03 1.8 GHz 18
Self- . Virtex-4 not
organising 90.93 FPGA available
map
DSP
SVM 94 C6416 2.88
not PC
CARMEN available | 2.4 GHz 15

Table 1:P erformance co mparison o f single ¢ haracter
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performing LPR with CARMEN Freeflow software requires
approximately 290 [ms] with an image of 690 x 440
resolution, where O CR p er single c haracter i n r esolution
34x22 is 15 [ms] as shown in Tab. 1. T his represents to o
long execution time for real-time processing and therefore
different approach needs to be considered.

Implemented approaches

Developed ap plications in this paper use two different
approaches for vehicle detection. Both applications have the
goal t o o btain r oad t raffic p arameters o far oad s egment
using a surveillance video stream as input. First approach is
touse OpenCV framework for Fg/Bg image segmentation
and L PR a Igorithms de fined in CARMEN Freeflow
framework. In the first approach vehicles in an image are
first d etected and lo calized by F g/Bg image segmentation
method and contour extraction. After vehicles are localized
their license plates are read by CARMEN Freeflow ANPR
software. Image region that contains vehicle is sent to the
mentioned s oftware after which it can ex tract i nformation
such as license plate number, confidence of LPR, country of
origin related to recognized license plate, etc.

Second approach presented int his p aper consists o f
optimized speed-up methods for image processing. Methods
are developed to execute mainly on GPU architecture.
Using this technique execution time is significantly
decreased and real-time execution has been made possible.
Application first performs Fg/Bg image segmentation using
GPU. A fter vehicles have been extracted in an image they
are represented in binary format. As such data is insufficient
for vehicle detection, they are further translated into clusters
where each cl uster r epresents moving v ehicle. F rom t his
data further p arameters ca n b e ex tracted s uch as vehicle
velocity, distance between vehicles, etc.

VEHICLE DETECTION SPEED UP

As mentioned, f irstve rsiono f thei mplemented
algorithm for v ehicle d etection h as s hown t o b e ef ficient
from accu racy as pect. Further d evelopment co nsists o f
optimizing it for f astere xecution andi ncreasingi ts
accuracy. Thisi st ryingt ob ea chieved u sing second
approach. Speed up o ptimization can be pe rformed using
two basic strategies: the use of modern system architecture
features such as multi-threading (MT) and Streaming SIMD
Extension ( SSE)s upporto nC PUi ncluding parallel
processing on GPU, and simplification o f all mathematical
operations which a Iso i ncludes t rade-off b etween r esults
precision an dex ecutiont ime. B asic workf lowo f
application which uses MT, SSE and GPU support is shown
in Fig. 6. Main guidelines for proposed execution speed up
development are following:

e Algorithms that process large amount of data (image

matrices) should be performed on GPU if possible;

e Ifsmall amount of data needstobe processed, it
should be preferred to perform it on CPU with SSE
support where possible;

e Ifthe algorithm cannot be executed on GPU because
of its complex design and it requires a large amount
of p rocessing r esources, i tcan b ee xecuted o n

multiple threads in p arallel which c an s ignificantly
improve its execution time.

Algorithms that process every pixel in the image can be
time ¢ onsuming for CPU e ven with use of S SE s upport.
Modern G PU ar chitecture co nsistso f many stream
processors t hatcan p rocess d atai np arallel ex ecution
(SIMD i nstructions). T his represents mainre ason for
considering use of GPU in further development of proposed
application regarding real-time properties.

EXPERIMENTAL RESULTS

The ex perimental t ests were carried out with t wo real
world outdoor traffic videos. First video is a traffic node
corresponding t o t he e ntrance of t he pa rking lot of't he
Faculty of Transport and Traffic Sciences with a low traffic
flow. Second video corresponds to a highway e ntrance of
the ¢ ity o f Zagreb, C roatia. T his highway traffic v ideo
contains a d enser and more variable traffic flow compared
to the first video.

Developed application

The application was developed in different stages. In the
first v ersion of the pr ogram, t he area where t he moving
object is detected is extracted from the image and processed
with CARMEN LPR s oftware usingt he i mplemented
method Recognize. T his p rocess i s r epeated ev ery five
frames to ensure needed vehicle detection accuracy. Using
the CARMEN software, a v ehicle is detected by its license
plate number and s tored in the l ocal d atabase. T o s tore a
license p latet he co nfidencep rovidedb y C ARMEN
software must be higher than the chosen threshold. Value of
50[ %]isusedandisd erived f rom ex periments made.
CARMEN s oftware al so provides license p late country of
origin r ecognition, co ordinates where t he | icense p late i s
placed, etc. T o test th is development stage s impler f irst
video was used.

In the second development stage the aim was to improve
the performance in a real world scenario like described with
the s econd road t raffic video. C ompromise b etween r eal
time processing and accuracy had to be kept. To accomplish
this goal, license plate number registration and aspects like
environmental e ffects ( sun shines, shadows, rain, etc.) or

Sobel filter, Fg/Bg image

segmentation, etc.
INPUT QUTPUT
IMAGE IMAGE
MATRIX GPU MATRIX
[1920x1080x3] [1920x1080x3]
¢ ]

CPU IMAGE DETECTED
MT. SSE FEATURES n VEHICLES
sup’port MATRIX MATRIX

Clusterization, [8x8] [4xn]

vehicle classification, etc.

Figure 6: Proposed work f low u sing m oderns ystem
architecture features.



ISEP 2014

R6

CONFIDENCE
>
THRESHOLD
NEW CAR

YES

>

YES

CONFIDENCE

CONF PREV.

TIME

INTERVAL ERROR
> VEHICLE
TIME FORA RECOG++

NEW CAR

TIME

LOG CORRECT VEH

—
CORRECT EXIT
VEHICLE ++ RECOGNITION

PREV PLATE INTERVAL
NEW = N
IMAGE CURRENT TIME NEW
PLATE
NO

PREV PLATE
WRONG

ERROR
VEHICLE
RECOG --

NO

CONFIDENCE
>
THRESHOLD
&&
TIME INTERVAL
<
TIME FOR A
NEW CAR

ERROR VEHICLE
RECOG --;
CORRECT VEHICLE ++

Figure 7: Work flow diagram for license plate registration.

moving o bjects ex traction were s tudied from t he s econd
available highway traffic video footage.

The cases wherel icense plater egistrationca nb e
improved are: (i) registration of two different license plates
in a s mall time interval; (ii) registration ofa license p late
when CARMEN software confidence is too small; and (iii)
differentiate t wo d ifferent license p latesinas horttime
interval due to real highway traffic speed.

From these cases the algorithm was improved to register
one license plate per vehicle and correct wrong license plate
recognized acco rdingt o CARMEN s oftware co nfidence.
The co nfidence was reduced to forty p ercent due to high
speed and environmental conditions. Time threshold of
proximity b etween t wo d ifferent vehiclesi ssett oo ne
second and automatically adjusted during the execution o f
the program. The final algorithm is shown in the work flow
diagram in Fig. 7.

To mitigate the environmental effects that can influence
in the license p late r ecognition, s harpener filter was used.
Sharpener filter amplifies pixels with high frequency (pixels
that have large d ifferences in intensity compared to ot her
near p ixels). This f ilter was first applied on i mages
extracted f romt he o riginal v ideo to e valuate whether
performance improvements can be made in the algorithm.

Speed u p using extraction ofaf ixedimageareais
proposed as p art of the module for de tection of moving
objects. From the second video footage, the coordinates o f
the detected moving objects bounding boxes were collected.
Average values of these coordinates were calculated and set
in the program to extract a fix image cut. In Fig. 8 points
given by the contour method are marked in red, blue, black
and green. T hey d enote t he extracted image area sent to
LPR. Yellow p oints represent the a verage o f these p oints.

Finally cyan points represent the adjusted points used in the
implementation.

Experimental setup description

The firstv ideow asu sedto get f amiliar w ith the
software CARMEN, set the basis o fthe behaviour o fthe
program, soitcanbe tested ina controlled e nvironment.
Second video is used to i mprove t he pe rformance o f't he
program with a real world example of highway traffic.

The first version of the program implemented was tested
with the first video footage. The video frames are analysed
with contour method from OpenCV library [11] to filter the
moving objects with a range of areas. The second version of
the d eveloped program was tested using the second video

T i

Figure 8: Point scatter where images are extracted for LPR.
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Sharpen filter used Yes No
Resolution 320x180 | 320x180
Contours recognition | Avg. time [ms] 1 1

Moving object .

detection Avg. time [ms] 18 16

) Max time [ms] 282 300
Recognize method —

Min time [ms] 16 12

Vehicle dete.c.tlon and Ave, time [ms] 25 23

recognition

Table 2: Execution time analysis.

footage. T he goal o fthe testing is to get execution time
results and vehicle data collection accuracy.

Execution time and accuracy analysis

First analysis was performed to compare the execution
time with an image extracted from contours method and the
fixed image cut. The analysis proves that a fixed area keeps
the accuracy and reduces the algorithm execution time for
about 46 [ %]. A fixed ar ead oesn otn eed t o cal culate
coordinates, an d t he ar ea co vered al lows accu rate 1 icense
plate recognition.

Second an alysis wasp erformedt oco mparet he
execution time with s harpen filter and without it. T able 2
shows that execution time in average increases with filter
performance and T ab. 3 shows accuracy ab out recognized
license p lates. T het otaln umber o fco unted vehicles
increases when filters are implemented in the algorithm. On
the other hand, the number of incorrectly registered vehicles
is higher than the analysis done without filters.

The number vehicles that can be registered in the video
footage ar ¢ 5 29. The developed a pplication recognizes
vehicles that do n ot ¢ orrespond to the 1 ane t hatis b eing
analysed. With these results, a fix image cut without filter
performance t o car ry o ut t he l icense p late r ecognition i s
chosen as configuration to be implemented.

Vehicle country of origin distribution

Table 4 contains p art o f extracted numbers which
represents vehicles/country found i nt he video analysed.
Based on the video footage, traffic flow is estimated to be
1088 [vehicles/hour].

In the second video footage vehicles from 18 different
countries were registered. From the total number of detected
vehicles, the application was not able to recognize the origin
country of only 8 vehicles. Germany is the country with the
mostr ecognized v ehicles. B osniaan d H erzegovina,

Sharpen filter used Yes No
Total time evaluated [s] 1760 1760
Total vehicle count 534 532
Correct vehicles registered 507 515
Wrong vehicles registered 27 17
Corrected vehicles 94 80
Mean Confidence [%] 70.96 74.76

Table 3: Vehicle count statistics results.

Country of origin Number_ of vehicles Percentage
registered [%6]
Austria 83 15.6
Croatia 47 8.8
Czech Republic 72 13.5
Germany 166 312
Poland 88 16.5
Slovenia 17 3.2
Others 51 9.7
Unknown 8 1.5
Total Vehicles 532 100

Table 4: Vehicle country of origin data obtained from the
road traffic video footage analysis.

Bulgaria, Lithuania and Netherlands were the countries with
the least recognized cars. W e can conclude that thisisan
important node o fth e C roatian tr affic network for the
tourists, due to the variety of countries recognized and the
traffic flow.

CONCLUSIONS AND FUTURE WORK

In t his pa per a ¢ omputer v ision ba sed f ramework f or
road v ehicle ¢ ountry of or igin c lassification i s pr oposed.
Used approaches ar e s imple t o i mplement and h ave r eal
time ¢ apabilities. The de velopment ph ase pr oduced t wo
applications. First a pplication de pends on O penCV a nd
CARMEN Freeflow f rameworks w here all f unctions f or
image processing are called from mentioned frameworks in
order t o d etect r oad v ehicles. Although a ccuracy r esults
were s ufficient, further o ptimization had to be c onsidered
because real time execution was not guaranteed. Most of the
applied algorithms are fast enough to be runinreal time.
However applied LPR method cr eated problems int his
matter. F urther development made it possiblet o
significantly improve execution times. Performance
improvement was gained in road v ehicle extraction a nd
detection a Igorithm thatus es a fixed i mage s ize,andin
executing part of the algorithms on GPU instead on CPU.
Based o ni mage p rocessingan d CARMEN s oftware
performance, the a lgorithm was optimized for road nodes
characteristic for highway traffic.

First results show that proposed system can collect road
vehicle data accurately enough for one road network node.
Collected data can be used for detailed road traffic analysis.
Country of origin distribution was used as test case. Further
development of the proposed system will tackle monitoring
and v ehicle t racking o fal arger r oad t raffic n etwork t o
enable estimation of OD matrices, measurement o f vehicle
mean speed and estimation of traffic flow.
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