
Reinforcement Learning and its Application in Variable Speed Limit Control

MOTIVATION FOR VARIABLE SPEED LIMIT CONTROL

Relevant parameters for VSLC control

• Underlying traffic process:
• Urban motorway traffic (input traffic data)

• Initialization of parameters of the learning algorithm

VSLC BASED ON REINFORCEMENT LEARNING

Evaluation results
(5,000 simulations, individual duration 2.5 ℎ )

• IA technology used: Reinforcement learning (RL) based on

Markov Decision Process (MDP). MDP  in VSLC is 

described by a 5-tuple 𝑺, 𝑨, 𝝅, 𝑹, 𝜸

• Q-learning with lookup table:

• States (traffic density, average speed, speed limit value from

previous control time interval)

• Actions (changing the speed limit values in the current control

time step)

• Policy function: Learned during operation 𝜋: 𝑆 → 𝐴
• Rewards (Proportional to TTS) depend on: Chosen action or

Policy function
•  - influence of future rewards over the agent’s behavior

• Q-learning with function approximation method is used as

the RL method
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SIMULATION FRAMEWORK AND RESULTS

• Q-Learning applied technique
• Convergence of the normalized TTS during the

learning process

• Linear function approximation approaches have a

steeper decrease rate (coarse and tile coding, and

RBF)

• VSLC stabilizes and homogenizes

traffic flow (reducing):

• Number of accidents

• Air pollution

• Traffic jams
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• Variable Speed Limit Control (VSLC) 

directly affects mainline traffic flow 

entering the bottleneck by adjusting 

the speed limits posted upstream of 

the controlled section on variable 

message sign (VMS)

• Q-learning with function approximation method for continuous state 

variables:

• The normalized state vector is defined as:
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• Components are previously executed speed limit value (a), current density 

(𝜌) in section i, and current speed (𝑣) in section i respectively

• Important properties from the state vector  𝑠𝑡 are captured into the feature 

vector:

𝜙𝑠,𝑎 = (1 + 𝜙1 𝑠, 𝑎1 , … , 𝜙𝑙 𝑠, 𝑎1 , … , 𝜙1 𝑠, 𝑎7 , … , 𝜙𝑙 𝑠, 𝑎7 )

• Q-value approximated by linear combination of features and parameters:

𝑄𝜃 𝑠, 𝑎 =  𝜃𝑇𝜙𝑠,𝑎 ≈ 𝑄(𝑠, 𝑎)

• Goal is to find parameter vector  𝜃 by applying stochastic gradient descent:
 𝜃𝑡+1 =  𝜃𝑡 + 𝛼𝑛(𝑟𝑡+1 + 𝛾𝑚𝑎𝑥𝑎′∈𝐴
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• Three feature construction methods are used: Coarse and Tile coding, and

Radial Basis Function (RBF)

Components in vector  𝜃 at the beginning and after 5,000 simulations

• Impact of VSLC on the mainstream 

traffic parameters is most evident in 

sections L3 and L4

• Typical gradual decrease and increase of the speed

limit without large unallowed changes has been

learned

• Positive effect of VSLC is evident with actions that

actively reduce the density compared with the case of

no-control

• Timely applied sequence of speed limits keeps the

traffic flow speed at a higher value compared to the

no-control case

• Gradual reduction of the speed of vehicles coming into

section L4 allows the congestion in it to dissolve more

quickly than in the case of no-control

Future work:

– Implemented Q-learning VSLC will be augmented to a multiagent

approach to assign speed limits to several consecutive sections on 

the controlled urban motorway

– Deep neural networks will be used to cover the hidden feature 

patterns from traffic data to enable more efficient state 

generalization and faster learning
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